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UNIT V 

Complex valued NN and complex valued BP 

 The complex-valued Neural Network is an extension of a (usual) real-valued neural network, 

whose input and output signals and parameters such as weights and thresholds are all complex 

numbers (the activation function is inevitably a complex-valued function).  

 



Neural Networks have been applied to various fields such as communication systems, image 

processing and speech recognition, in which complex numbers are often used through the 

Fourier Transformation. This indicates that complex-valued neural networks are useful. In 

addition, in the human brain, an action potential may have different pulse patterns, and the 

distance between pulses may be different. This suggests that introducing complex numbers 

representing phase and amplitude into neural networks is appropriate. In these years the 

complex-valued neural networks expand the application fields in image processing, computer 

vision, optoelectronic imaging, and communication and so on. The potentially wide 

applicability yields new aspects of theories required for novel or more effective functions and 

mechanisms. 

The learning speed of the complex-valued back-propagation learning algorithm (called 

Complex-BP) for multi-layered complex-valued neural networks is 2 or 3 times faster than that 

of the real-valued one (called Real-BP). In addition, the required number of parameters such 

as the weights and the thresholds is only about the half of the real-valued case. 

What is Activation Function? 

It’s just a thing function that you use to get the output of node. It is also known as Transfer 

Function. 

Why we use Activation functions with Neural Networks? 

It is used to determine the output of neural network like yes or no. It maps the resulting values 

in between 0 to 1 or -1 to 1 etc. (depending upon the function). 

The Activation Functions can be basically divided into 2 types 

1. Linear Activation Function 
2. Non-linear Activation Functions 
 

Linear or Identity Activation Function 

 As you can see the function is a line or linear. Therefore, the output of the functions will not 

be confined between any range. 



 

Equation : f(x) = x 

Range : (-infinity to infinity) 

It doesn’t help with the complexity or various parameters of usual data that is fed to the neural 

networks. 

Non-linear Activation Function 

 The Nonlinear Activation Functions are the most used activation functions. Nonlinearity helps 

to makes the graph look something like this 



 

It makes it easy for the model to generalize or adapt with variety of data and to differentiate 

between the output. 

The main terminologies needed to understand for nonlinear functions are: 

Derivative or Differential: Change in y-axis w.r.t. change in x-axis.It is also known as slope. 

Monotonic function: A function which is either entirely non-increasing or nondecreasing. 

The Nonlinear Activation Functions are mainly divided on the basis of their range or curves. 

1. Sigmoid or Logistic Activation Function 

The Sigmoid Function curve looks like a S-shape. 



 

The main reason why we use sigmoid function is because it exists between (0 to 1). Therefore, 

it is especially used for models where we have to predict the probability as an output.Since 

probability of anything exists only between the range of 0 and 1, sigmoid is the right choice. 

The function is differentiable. That means, we can find the slope of the sigmoid curve at any 

two points. 

The function is monotonic but function’s derivative is not. 

The logistic sigmoid function can cause a neural network to get stuck at the training time. 

The softmax function is a more generalized logistic activation function which is used for 

multiclass classification. 

2. Tanh or hyperbolic tangent Activation Function 

Tanh is also like logistic sigmoid but better. The range of the tanh function is from (-1 to 1). 

tanh is also sigmoidal (s - shaped).  



 

The advantage is that the negative inputs will be mapped strongly negative and the zero 

inputs will be mapped near zero in the tanh graph. 

The function is differentiable. 

The function is monotonic while its derivative is not monotonic. 

The tanh function is mainly used classification between two classes. 

Note: Both tanh and logistic sigmoid activation functions are used in feed-forward nets. 
 

3. ReLU (Rectified Linear Unit) Activation Function 

The ReLU is the most used activation function in the world right now.Since, it is used in 

almost all the convolutional neural networks or deep learning. 



 
As you can see, the ReLU is half rectified (from bottom). f(z) is zero when z is less than zero 

and f(z) is equal to z when z is above or equal to zero. 

Range: [ 0 to infinity) 

The function and its derivative both are monotonic. 

But the issue is that all the negative values become zero immediately which decreases the 

ability of the model to fit or train from the data properly. That means any negative input given 

to the ReLU activation function turns the value into zero immediately in the graph, which in 

turns affects the resulting graph by not mapping the negative values appropriately. 

 

4. Leaky ReLU 

It is an attempt to solve the dying ReLU problem 

 

The leaky helps to increase the range of the ReLU function. Usually, the value of a is 0.01 or 

so. 

When a is not 0.01 then it is called Randomized ReLU. 

Therefore the range of the Leaky ReLU is (-infinity to infinity). 

Both Leaky and Randomized ReLU functions are monotonic in nature. Also, their derivatives 

also monotonic in nature. 

 



Soft Computing 

 

Soft Computing (SC) is an emerging area in Computer Science that is tolerant to imprecise and 

uncertain problems with partial truth to achieve an approximate, robust and low-cost optimal 

solution. The approach of SC techniques to solve problems imitate the remarkable power of 

human to think logically and learn from mistakes in an imprecise scenario. SC solves 

tremendous number of complex real world problems in different sections such as stock market 

predictions in business, computer aided diagnosis in medical, handwriting recognition in fraud 

detection, image retrieval, biometric application in image processing etc. and the list go on. 

 

Hard Computing 

The conventional algorithms, also termed as Hard Computing algorithms, follow mathematical 

methodologies strictly which make it inefficient to solve real world problems by taking more 

computation time. The conventional algorithms require exact input data, use a precise 

methodology and generate a precise output which make it a crisp system. It fails when the input 

is not exact. Examples of conventional algorithms are merge sort, quick sort, binary search, 

greedy algorithm, dynamic programming etc which are deterministic. 
 

 

Branches of Soft Computing 

Soft Computing consists of numerous techniques that study the biological processes such as 

reasoning, genetic evolution, survival of the creatures and human nervous system. SC is an 

umbrella term that thoroughly study the simulation of reasoning, human nervous system and 

evolution in different fields: 

 

1. Fuzzy Logic is a technique that understands the vagueness of a solution and presents 

the solution with a degree of vagueness which is practical to human decision. It is 

widely applied in several applications of Artificial Intelligence for reasoning. 

2. Neural Network is a network of artificial neurons, inspired by biological network of 

neurons, that uses mathematical models as information processing units to discover 

patterns in data which is too complex to notice by human. 

3. Evolutionary Computation is a family of optimization algorithms that are inspired by 

biological evolution such as Genetic Algorithm, survival of creatures such as Particle 

Swarm Intelligence, Ant Colony Optimization, Artificial Bee Colony optimization etc. 

or any biological processes. 

Soft Computing vs Hard Computing 

1. The biological processes fascinated scientists to solve real world problems by 

simulating the processes to robust algorithms and solve problems like a human mind in 

uncertain environment with limited information whereas the conventional algorithms 

(hard computing) fail to solve due to the strict principles. For example, conventional 

algorithms fail when input is not known/exact whereas SC deals with inexact 

information and generate a nearly optimal solution for the problem. 

2. The conventional algorithms strictly follow a specific set of known steps to solve a task 

whereas SC techniques are heuristics. 

3. Example: If we need to find out whether Bob is honest. A hard computing algorithm 

would give an answer that is YES or No. (1 or 0 in binary) whereas a SC technique 

(Fuzzy Logic) would give an answer with membership degree such as extremely honest 



(1), very honest (0.85), sometimes honest (0.35), extremely dishonest (0.00), like a 

human. 

4. Prediction Problem: Will tomorrow rain? Hard Computing would solve the problem by 

using statistical techniques which basically rely on user-driven hypothesis test that user 

defines variables, functions and type of interaction. These types of information can be 

manipulated and influence models. Whereas the hypothesis of Soft Computing 

techniques would scan all the predictor variables automatically and identify some 

patterns in the data that help to come up with accurate predictions. Such models have 

no chance to miss a notice of unexpected and potentially important variables, thereby 

lead to better accuracy. 

 

Neuro-Fuzzy 

 

Fuzzy Logic (FL) is a form of many-valued logic which deals with reasoning that is 

approximate rather than fixed and exact. Compared to traditional binary sets (where variables 

may take on true or false values), fuzzy logic variables may have a truth value that ranges in 

degree between 0 and 1. Due to the flexibility of FL concept, Fuzzy Logic Systems (FLSs) 

have attracted growing interest in modern information technology, production technique, 

decision making, pattern recognition, data mining, and medical diagnosis among others. FL 

has found a variety of applications in industrial process control and securities trading.  

A typical FLS is strongly based on the concepts of fuzzy sets, linguistic variables and 

approximate reasoning. The fuzzifier transforms crisp inputs into fuzzy values while the Fuzzy 

Rule Base makes up the Knowledge Base which stores relevant data and knowledge of human 

experts in a specific domain such as the Decision-making unit combines all the fired rules for 

a given case and makes inference, while the defuzzifier converts fuzzy results into a crisp value 

for easy analysis and interpretations. Generally, when a problem has dynamic behaviour and 

involves several variables, FL technique can be applied to solve such problem. However, a 

major problem of the FLSs is the determination of its fuzzy sets and fuzzy rules which require 

deep knowledge of human experts in a particular domain. The Membership Functions (MFs) 

of FLSs are arbitrarily chosen, therefore fixed in nature. Generally, the shape of the MFs 

depends on certain parameters that can be adjusted. Rather than choosing the MF parameters 

arbitrarily, the neural network learning and tuning techniques provides a method for the FLS 

to learn information about a given dataset in order to automatically compute its MF parameters. 

 

Basic architecture of a fuzzy logic system 

 



Genetic algorithm 

Genetic Algorithm (GA) is a search-based optimization technique based on the principles of 

Genetics and Natural Selection. It is frequently used to find optimal or near-optimal solutions 

to difficult problems which otherwise would take a lifetime to solve. It is frequently used to 

solve optimization problems, in research, and in machine learning. 

 

Introduction to Optimization 

Optimization is the process of making something better. In any process, we have a set of 

inputs and a set of outputs as shown in the following figure. 

 
Optimization refers to finding the values of inputs in such a way that we get the “best” output 

values. The definition of “best” varies from problem to problem, but in mathematical terms, it 

refers to maximizing or minimizing one or more objective functions, by varying the input 

parameters. 

The set of all possible solutions or values which the inputs can take make up the search space. 

In this search space, lies a point or a set of points which gives the optimal solution. The aim of 

optimization is to find that point or set of points in the search space. 

What are Genetic Algorithms? 

Nature has always been a great source of inspiration to all mankind. Genetic Algorithms (GAs) 

are search based algorithms based on the concepts of natural selection and genetics. GAs is a 

subset of a much larger branch of computation known as Evolutionary Computation. 

In GAs, we have a pool or a population of possible solutions to the given problem. These 

solutions then undergo recombination and mutation (like in natural genetics), producing new 

children, and the process is repeated over various generations. Each individual (or candidate 

solution) is assigned a fitness value (based on its objective function value) and the fitter 

individuals are given a higher chance to mate and yield more “fitter” individuals. This is in 

line with the Darwinian Theory of “Survival of the Fittest”. 

In this way we keep “evolving” better individuals or solutions over generations, till we reach 

a stopping criterion. 

Genetic Algorithms are sufficiently randomized in nature, but they perform much better than 

random local search (in which we just try various random solutions, keeping track of the best 

so far), as they exploit historical information as well. 

Advantages of GAs 

GAs have various advantages which have made them immensely popular. These include − 

• Does not require any derivative information (which may not be available for many real-

world problems). 



• Is faster and more efficient as compared to the traditional methods. 

• Has very good parallel capabilities. 

• Optimizes both continuous and discrete functions and also multi-objective problems. 

• Provides a list of “good” solutions and not just a single solution. 

• Always gets an answer to the problem, which gets better over the time. 

• Useful when the search space is very large and there are a large number of parameters 

involved. 

Limitations of GAs 

Like any technique, GAs also suffer from a few limitations. These include − 

• GAs are not suited for all problems, especially problems which are simple and for 

which derivative information is available. 

• Fitness value is calculated repeatedly which might be computationally expensive for 

some problems. 

• Being stochastic, there are no guarantees on the optimality or the quality of the solution. 

• If not implemented properly, the GA may not converge to the optimal solution. 

 

Genetic Algorithm fundamental 

Basic Terminology 

Before beginning a discussion on Genetic Algorithms, it is essential to be familiar with some 

basic terminology which will be used throughout this tutorial. 

• Population − It is a subset of all the possible (encoded) solutions to the given problem. 

The population for a GA is analogous to the population for human beings except that 

instead of human beings, we have Candidate Solutions representing human beings. 

• Chromosomes − A chromosome is one such solution to the given problem. 

• Gene − A gene is one element position of a chromosome. 

• Allele − It is the value a gene takes for a particular chromosome. 



 

• Genotype − Genotype is the population in the computation space. In the computation 

space, the solutions are represented in a way which can be easily understood and 

manipulated using a computing system. 

• Phenotype − Phenotype is the population in the actual real world solution space in 

which solutions are represented in a way they are represented in real world situations. 

• Decoding and Encoding − For simple problems, the phenotype and genotype spaces 

are the same. However, in most of the cases, the phenotype and genotype spaces are 

different. Decoding is a process of transforming a solution from the genotype to the 

phenotype space, while encoding is a process of transforming from the phenotype to 

genotype space. Decoding should be fast as it is carried out repeatedly in a GA during 

the fitness value calculation. 

For example, consider the 0/1 Knapsack Problem. The Phenotype space consists of 

solutions which just contain the item numbers of the items to be picked. 

However, in the genotype space it can be represented as a binary string of length n 

(where n is the number of items). A 0 at position x represents that xth item is picked 

while a 1 represents the reverse. This is a case where genotype and phenotype spaces 

are different. 



 

• Fitness Function − A fitness function simply defined is a function which takes the 

solution as input and produces the suitability of the solution as the output. In some 

cases, the fitness function and the objective function may be the same, while in others 

it might be different based on the problem. 

• Genetic Operators − These alter the genetic composition of the offspring. These 

include crossover, mutation, selection, etc. 

 

Basic Structure 

We start with an initial population (which may be generated at random or seeded by other 

heuristics), select parents from this population for mating. Apply crossover and mutation 

operators on the parents to generate new off-springs. And finally, these off-springs replace the 

existing individuals in the population and the process repeats. In this way genetic algorithms 

actually try to mimic the human evolution to some extent. 



 

 

 

 

 

 

 

 

 

 

 


