COMPLEX MATRICES

If at least one element of a matrix is a complex number a + ib, where a, b are real andi = v/—1,
then the matrix is called a complex matrix.

The matrix obtained by replacing he elements of a complex matrix A by the
corresponding conjugate complex number is called the conjugate of the matrix A and is denoted
by A.

Thus, if a=[2rst 7

T wen =220 T

1+

It is easy to see that the conjugate of the transpose of i.e., (Z’) and the transposed

conjugate of A i.e., (A") are equal, Each of them is denoted by A
Thus, (4" (4" = A",
A square matrix A = [a;;]is said to be Hermitian if A *= A or a;; = a;;.
A square matrix A = [a;;] is said to be skew. Hermitian if A" = —A or a;; = —a;;

In a Hermitian matrix, the diagonal elements are all real, while every other element is the
conjugate complex of the element in the transposed position. For example.
5 2410 -=3i
2—1 -3 1-i
3i 1+ 0

A= is a Hermitian matrix.

In a skew-Hermitian matrix, the diagonal elements are zero or purely imaginary of the
form if, where f is real. Every other element is the negative of the conjugate complex of the
element in the transposed position.

3i 1+ 7
-1+ 0 —2—i
-7 2—1 —i
A square matrix A is said to be unitary if AA* =1 = A"A

For example, B = 1s a skew-Hermitian matrix

The determinant of a unitary matrix is of unit modulus. For a matrix to be unitary, it must
be non-singular.

A square matrix A is said to be orthogonal if AA'=I= A'A or A'=A"'
Note. The following results hold:

A=A (ii)A+B—-—A+B (iii) 14 = 214

(iv) AB = 4B (v) (A"'=A (vi) (A+B) = A"+B’

(vii) (A4)* = 24*  (viii) (AB)* = B*A*
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ILLUSTRATIVE EXAMPLES

Examplel. If A = [2_+5l ? ;1_-'_2?;[], verify that A"A is a Hermitian matrix where
A*is the conjugate transpose of A.
241 -5
Sol. A = 3 i
—1+4+3i 4-2i
_ 2—1 -5
A'=(4") = 3 —i
—1-3i 4+2i
2—1 -5 . .
Now, aa=| 3 - PR Y
—1-3i 4+42i
30 6—8i —-194+17i
=| 6+8i 10 —5+5i | = B(say)
—-19—-17i -5-5i 30
30 6+8i —-19-17i
B' = 6 — 8i 10 —5—15i
—-19+17i -5+45i 30
o 30 6—8i —-194+17i
Now, B*=(B')=| 6+8i 10 —-5+45i |=B
-19-17i -5-15i 30
= B = A*A is a Hermitian matrix.

Example 2. Show that the matrix

+iy —Bp+ié
[g + ?(; aﬁ— nl/ ]is unitary if a® + B + y? + 62 = 1.

_[a+iy —ﬁ+i6]
Sol. Let A_[ﬁ+i5 @ — iy
/T—[ — iy —ﬁ—i5]
B-i6 a+iy
. v [a—iy ﬁ—i&]
= A_(A)_[—,B—i& a+ iy
For a square matrix A to be unitary,
AA"=1=A"A
a?+ p% +y*+ 62 0
Now, AA*=[
o 0 a’+p* +y*+ 62
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a? +p* +y*+6° 0
Also. a7 0 o+ B2 +y? + 82
Eqn. (1) is satisfied only when

a?+pP+y*+62=1
Example 3. If A and B are Hermitian, show that AB-BA is skew-Hermitian.
Sol. A and B are Hermitian = A = A and B' = B
Now, (AB — BA) —(BA)"

B*A* — A*"B* = BA— AB = —(AB — BA)

= AB - BA is skew-Hermitian.

Example 4. If A is a skew-Hermitian matrix = A* = —A
Now, (A" =TA" = (—i)(—A) =iA
= iA is a Hermitian matrix.

Example 5. Show that every square motrix is expressible as the sum of of a Hermitian
matrix and a skew-0 Hermitian matrix.

Sol. Let A be any square matrix.

Since A+A)y =A"+A)" =A"+A=A+ 4"

and A-A)Y=A"-A)=A"-A=—-(A-4"
- A+ A" is Hermitian and A — A™ is skew-Hermitian.
Now, A=%(A+A*)+%(A—A*)=P+Q(say)

where P is Hermitian and Q is skew- Hermitian. Thus, every square matrix can be
expressed as the sum of a Hermitian matrix and a skew-Hermitian matrix.

1+2i

0 ],obtain the matrix (I — N)(I + N)™Y, and shw

Example 6. If N = [_1(_)|_ 2

that it is unitary

Sol. 1—N:[(1) 2]_[—1(-)}-2i 1J62i]:[1_12i —11—2i]

1+N:[(1) (1)]+[—1(-)le' 1J62i]:[—112i 1121

1 142 .
+N=| L, T =1-wir-n=6

o _ip 1 —1-2i
C+N 7 adj G+ =2 | 2,0 T
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~ L “1—4ij1] 1 —1-2i
(I = N){I +N) ) |6|1—21

|1—12i

1
= %[2 :441' _2—; 4i] = A(say)
A= %[_z_—4 4i i f14l]
(4) =47 = %[—z_f 4i i ir44i]

L1 —4 2+ 4i|1] —4 —2—4i
4 AG[—2+4i —4 ]6[2—4i —4 ]
136 071_711 07_
E[o 36]_ 0 1]_1
= A= (I —N)(U + N) !is unitary
TEST YOUR KNOWLEDGE

Show that the matrix A is Hermitian and 1A is Skew-Hermitian where A is.

. 3 542 -3
T2 3—4 )
() [ . ] G s—=2i 7 4i]
3+4i 2 P
—1 24i 5-3i 2 342 —4
Gip|2—i 7 5 iv)|3=2i 5 6
5+3i -5 2 —4  —6i 3

[ 2—3i 4+5i
6+i 0 4 —5i
- 2—1 241

(1) Express the matrix A = . as a sum of Hermitian and Skew-

Hermitian matrix.
1 —i 1+1
(i1) Express the Hermitian matrix A = 1| i 0 2—3i
1—-1 2+3i 2
real symmetric and Q is a real skew-symmetric matrix.
i 00
0 0 i|1isskew- Hermitian and also unitary
0 i O

as P + iQ where P is a

Show that A =

(1) If A is any square matrix, prove that A + A%, AA*, A*A are all Hermitian and A — A" is
Skew-Hermitian.

(i1) If A, B are hermitian or Skew-Hermitian, then so is A + B.

(iii) Show that the matrix B*AB is Hermitian or Skew-Hermitian as A is Hermitian or
Skew-Hermitian.
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(iv) If A is a Hrmitian matrix, then show that iA is a Skew-Hermitian matrix.

5. (1) Define unitary matrix. Show that the following matrix is unitary.
1 [ 1 1+
v3ll1—i -1
.. 1[1+0 —-1+1]. . .
(i1) Prove that > [ 140 1—i ] 1S a unitary matrix.
. 1 1 1
(iii) Show that A = NG 1 w w?|isaunitary matrix, where w is complex cube root
1 w? w
of unity.
L1
6. Verify that the matrix A = 13 ; 111. have eigen values with unit modulus.
2 2

1.36. CHARACTERISTIC EQUATION:

If A is square matrix of order n, we can form the matrix A — AI, where A is a scalar and I
is the unit matrix of order n, The determinant of this matrix equated to zero, i.e.,

a1 — A aqy Ain
A=Al =| ay; ayy — A ... Az, | =0 is called the characteristic equation of
An1 Apny e Qup— A

A.

On expanding the determinant, the characteristic equation can be written as a
polynomial equation of degree n in A of the form (—1)® A" + kA" 1 + kA2 + - +
k,=0.

The roots of this equation are called the characteristic roots or latent roots or eigen
values of A.

The set of eigen values of a square matrix A is called the spectrum of A.
Note. The sum of the eigen values of a matrix A is equal to trace of A.
[The trace of square matrix I the sum of the diagonal elements]

1.37. EIGEN VECTORS

Consider the linear transformation Y = AX ..(1)

Which transforms the column vector X into the column vector Y. In practice, we are
often required to find those vectors X which transform into scalar multiples of
themselves.

Let X be such a vector which transforms into 1X (4 being a non -zero scalar) by the
transformation (1).
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Then Y =1X ...(2)
From (1) and 2), AX=AX 2 AX—-AUX=0=A—-ADX=0 ...(3)

This matrix equation gives n homogeneous linear equations

(a1 — Dxy +aX; +-+agpx, =0
alel +(a22 - A)xZ + . +a2nxn = 0 (4)
An1Xy +a,,%; +..+(apy, —Vx, =0

These equations will have a not-trivial solution only if the co-efficient matrix A — Al is
singular

i.e. if |A—All =0 ...(%)

This is the characteristic equation of the matrix A and has n roots which are the eigen
values of A. Corresponding to each root of (5), the homogeneous system (3) has a non-
zero solution.

X1

x C .

X = :2 which is called an eigen vector or latent vector.

Xn
Note. If X is a solution of (3), then so is kX, where 1 is an arbitrary constant. Thus, the
eigen vector corresponding to an eigen value is not unique.

1.38. THE CHARACTERISTIC ROOTS OF A UNITARY MATRIX ARE OF UNIT
MODULUS

Let A be a unitary matrix so that
A"A =1 =AA" ..(D)

If A is a characteristic root of the matrix A and X is its latent vector, then we have

AX =X ..(2)
Taking transpose conjugate of (2), we obtain

(AX)" = (Ax)” L) A=A

X*A* = 2X*

On multiplying (2) and(3), we get
X*A")(AX) = (AX*)(AX)

= X*(A*A)X = 11 (X*X) |Using (1)
= XX = AA(X*X) (D)
= (1-A2)X*X =0
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Since X is a characteristic vector, X # O
Consequently, X'X+0
Hence equation (4) gives
1-4=0
= AM=1
= A2 =1 =1 =1
Hence the characteristic roots of a unitary matrix are of unit modulus

1.39. THE LATENT ROOTS OF A HERAMITIAN MATRIX ARE ALL REAL

Let A be the characteristic or latent root of a Hermitian matrix A. Then 3 a non-zero
latent vector X such that

AX =X ..(1)
Pre-multiplying both sides of (1) by X*, we get
X*AX = X" AX ...(2)
Transpose conjugate of (2) gives
X AX)" = (AX)*
= XA X)) =X"X)A |By reversal law
= X*A'X = X*X2 |+ =2
But A is a Hermitian matrix so that A*A
Hence above equation becomes
X*AX = 1X*X ..(3)
From (2) and (3), we have
X*(AX*X)
= (A-2)x'Xx=0 (4
Since X is a non-zero latent vector
X'X+0

Hence from (4), we have

A-1=0 =1=21
Which is possible only when A is real.

Hence the latent roots of a Hermitian matrix are all real.
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1.40.

1.41.

THE CHARACTERISTIC ROOTS OF A SKEW-HERMITIAN MATRIX IS

EITHER ZERO OR PURELY AN IMAGINARY NUMBER

Since A is a Skew- Hermitian matrix
. 1A is Hermitian matrix.
Let A be a characteristic root of A.
Then, AX = AX = (id)x = (IDX
= iA is a characteristic root of matrix iA.
But iA is a Hermitian matrix.
Therefore, iA should be real.

Hence, A is either zero or purely imaginary.

THE CHARACTERISDTIC ROOTS OF AN IDEMPOTERNT MATRIX ARE

EITHER ZERO OR UNITY

Since A is an idempotent matrix. ~. A% = A.

Let X be a latent vector of the matrix A corresponding to the latent root A so that

AX = AX
= (A—AI)X = 0 such that X # 0
Per - multiplying (1) by A
A(AX) = A(AX) = 1(4X)

- (ADX = A(AX)

= A%X = 1?X = AX = %X
= AX = 22X

= A>-DX=0 =12—-21=0
= AA-1)=0

= A=0,1
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ILLUSTRATIVE EXAMPLES

Example 1. Show that if A7, ... A, are the latent roots of the matrix A, then A3 has the

latent roots A3, 23, ... A3.

Sol. Let A be a latent root of the matrix A. Then there exists a non- zero vector X such
that

AX = AX ..(D
= A2(AX) = A2(AX) — A3X = A(4%X)
But A2X = A(AX) = A(X) |Using (1)|

= A(4X) = 2(AX) = 22X
A%X = A(AZX) = 13X
= A3 is a latent root of A3.

If 14,45, ... A, are the latent roots of A, then 13,13, ... A3 are then latent roots of

A3,
Example2. If A,, A, ... A, are eigen values of A, then find eigen values of the matrix
(A — AD)?
Sol. (A—AD? = A% — 20AI + 2%I?

=A% - 21A+ 2?1

Eigen values of A2 are 12,13, ... 12
Eigen values of 214 are 2A4,,214,, ... AA,.
Eigen values of 1] are A2

Eigen values of (4 — AI)? are

A2 =224, + 23,25 — 244, + 2%, ..., A2 — 21, + 22
or (A — D% A, — D3, ., (A, — DA
Example3. If A is an eigen value of a non-singular matrix A, show that
(i) 271 is an eigen value of A™1.
(i) % is an eigen value of adj. A.
Sol. (i) A is an eigen value of A
= There exists a non-zero matrix X such that AX =1X
= X =A%)
= X =2(A71X)
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= 2X = A7X
= ATIX =211
= A~ 1is an eigen value of A™1.

(i1) A is an eigen value of A

= There exists a non-zero matrix X such that AX = 1X

= (adj.A)(AX) = (adj.A)(1X)

= {(adj.A)}X = A(adj.A)X

= |A|IX = A(adj.A)X [ (adj.A)A = |A]I]
= |A|X = A(adj. A)X

= Bl = (adj.A)x

- (adj. )X =21x

= l';;l is an eigen value of adj. A.

Exampled. Find the eigen values of the following matrices:

1 0 4 2 5 7
HA=1]0 2 O A=1|5 3 1
3 1 -3 7 0 2
Sol. (i) Characteristic equation is
|[A—AIl =0
1-1 9 4
= 0 2—41 0 =0
3 1 -3-1
= A2—-191+30=0
— A=3,-5,2
(i1) Characteristic equation is
|[A—AIl =0
2—A7 5 7
= 5 3—1 1 |=0
7 0 2—A7
= A3 —722 -581+150=0
= A =11.026,—-6.215,2.1888
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ExampleS. Show that for any square matrix A,
(i) A adn A’jave same set of eigen values.
(i1) The product of all eigen values of A is equal to determinant (A).
Sol. Let A be a square matrix.
(i) The characteristic equation of Ais [A — AI| =0 ..(1)
Let A' be the transpose of A.
Then the characteristic equation of A' will be
|A" — AI|=0 ...(2)

Since the interchange of rows and columns does not alter the value of the
determinant we have,

|A" — AI| = |A — Al
|“|A—=AM|=[|A—Al|'=|A"—Al'|=|A"— Al|asT' =1
Hence the eigen values of matrix A and its transpose A' are identical.

(ii) Let A = [a;;]nxn be a given square matrix and A4, A, 43 A, be its eigen values. If
¢ (A) be the characteristic polynomial then,

p) =1A-A|
a; — A Ay -+ Qip
— a12 azz - A a2n
Ap1  QApz e Aup— A

= (—D)YA"+ A2 + PoA" 2 + -+ B}

= (DMA = DA =)A= A3) . (A = A,))
Putting A = 0, we get

$(0) = (~1)"(~1)" A s . A

|A| = 114,45 ... 4,
Hence the product of all eigen values of A is equal to determinant (A).
Example6.Show that for a square matrix,
(1) There are infinitely many eigem vectors corresponding to a single eigen value
(i1) Every eigen vector corresponds to a unique eigen value.

Sol. (i) Let X be a characteristic vector of a square matrix A correspoinding to a single
eigen value A. Then we have,
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AX =X
Let k be any non -zero scalar. Than,
k(AX) = k(AX) = A(kX) = A(kX)
Therefore, kX is also a characteristic vector of A corresponding to the same characteristic root A

Since k is any non-zero scalar, 3 infinitely many eigen vectors corresponding to a single
eigen value

(i1) Let there exist two distinct eigen values A1; and A, corresponding to an eigen vector X of a
square matrix A. Then, we have

AX = 1, X |11 # 2,
AX = 1,X
AX = 1, X = 1,X

= (A4 —2,)X=0

= X=0 |~ A4 —24, #0

Which is impossible since X is a non-zero vector. Hence every eigen vector corresponding to a
unique eighen value

Example 8. Find the eigen values and eigen vectors of matrix A = [_15 _42]

Sol. The characteristic equation of the given matrix is

|[A=AIl=0

1-1 -2 |_
Or _c 4_/1—0
= A2 —-51-6=0
= A=6—-1.

Thus, the eigen values of A are 6, —1,

Corresponding to A = 6, the eigen vectors are given by

(A-6DX, =0
or 5 ldll=0
o e |
We get only one independent equation —5x; — 2x, = 0
= 5 == ki(say)

62



X1 = Zkl, Xy = _Skl
) 1
=~ The eigen vectors are X, = k, [ 1].

Example 8. Find the eigen values and eigen vectors of the matrix is.

Sol. The characteristic equation of the given matrix is

|[A—AIl =0
—2-1 2 -3
or 2 1-1 —-6[=0
-1 -2 =1
or (=2-D[-211-21)—-12]-2[-24—-6]-3[-4+1(1 -] =0
or B 4+212-211-45=0
By trail, A = —3 satisfies it.
A1+3)1?-21-15=0 =>(1+3)A1+3)1-5=0=>1=-3,-3,5
Thus, the eigen values of A are —3,—3, 5.
Corresponding to A = —3, the eigen vectors are given by
(A+3DX; =0
-1 2 =31[*
or 2 4 —6|[X2|=0
-1 -2 31lx3
We get only one independent equation x; + 2x, — 3x3 =0

Let .X3 = kz, xz = kz thel’l xl = 3k1 - 2k2

The eigen vectors are given by

3ky — 2k; 3 -2
Xl = kz ] = kl 0 + kz 1 ]
kq 1 0

Corresponding to A = 5, the eigen vectors are given by (A — 51)X, = 0

S EEE

= —7x1 + sz - 3x3 S 0
x1 - sz - 3x3 S 0
x1 - 2x2 - 5x3 S 0

From first two equation,
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X1 X2 X3
10—-6 345 —-2-2

X1 _ X _ X3 _
= T =5 = o = ks (say)

X1 = k3,X2 + 2k3,x3 = _k3

1
X2=k3 2

-1

Hence the eigen vectors are given by.

Example. 9. Prove that

(i) 0 is a characteristic root of a matrix if and only if the matrix is singular.

(ii) The characteristic root of a real symmetric matrix are all real.

(iii) If A and B are square matrices of same type and if P be invertible then A and P~ AP have
same eigen values.

(iv) The sum of the eigen values of a square matrix is equal to the sum of the elements of its
principal diagonal.

Sol. (i) The characteristic roof of a matrix A is givenby |[A — AI| = 0
If 1 =0, thenitgives |[A] =0
= A is singular.

Again if matrix A is singular, then

|A—2AIl =0
= Al —AlI| =0
= 0—-AI=0
= A=0

(ii) Let A be a real symmetric matrix

- Aisreal
A=A
= A =A'
= A=A |~ A is symmetric
= A is Hermitian.
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Hence the characteristic roots of A are all real
(iii) Let B =PlAP
Then B—Al =P AP — Al
=P 1AP — P71AIP = P71(A - )P
|B—AlI| = |P71(A—ADP| = |P71| |A — AI||P]
= |A=AllIP7Y[|P| =|A—Al||P~" — P
=|A-A||I| =1]4A—-Al| |1l =1

Hence matrices A and P~1AP have the same characteristic roots.

(iv) LeA = [a;j]3x3 be a square matrix of order 3. The characteristic equation is

|[A—AIl=0
a1 — 4 ai, a13
= azq Az, — A azz | =0
as as; az; — A
= —2+2%(ag; +az +azg)—-=0 - (D

But we know that,
A=Al = (-1 — 1) (A — 22)(A — 23)
=B+ 24+, +13) ... ..(2)
Comparing equations (1)and (2), we get

Al+lz+13=a11+a22+a33

TEST YOUR KNOWLEDGE

1. Fine the eigen values and corresponding eigen vectors of the following matrices:
1 2 2 a h g
w3 2 @l> 3 i [ 0 2 1] (iv) [o b 0
-1 2 2 0 0 c
1 2 2
2. (1) Find the characteristic equation of the matrix A= 0 2 1
-1 2 2

65



10.

11.

3 1 3
-5 2 -4

(i1) Find the eigen values of the matrix A =

2 -3 1]

(ii1) Find the eigen vectors for the matrix A = B _1]

-1
1 2 -3
Find the eigen values of 343 + 54% — 64 + 2] wherea=|0 3 2
0 0 -2

. . . [4 2 . . 101
Find the eigen value of matrix [2 4] corresponding to the eigen vector [ 10 1].
(1) Show that if A ios a characteristic root of the matrix A then A + k is a characteristic
root of the matrix A + kl.

(ii) Show that if 1, (1 < i < n) are the eigen values of a square matrix A then A™ gas the
eigen values A7*(1 <)i < n, m beigen a positive integer

(ii1) Prove that the characteristic roots of a diagonal matrix are the diagonal elements of
the matrix

o Q
> o«

0 f h 0 f
Y=|f 0 gl|,Z+|g h| have same
h g O f 0

a ¢ b
c b a
b a c¢

0 h
Verify that the matrices X = [h 0
g f

characteristic equation.

If a + b + ¢ = 0, Find the characteristic roots of the matrix A =

2 1 1
Prove that for matrix A =1 2 3 4 ], all its eigen values are distinct and real.
-1 -1 =2
Hence find the corresponding eigen vectors.
3 10 5
Show that the matrix |—2 —3 —4| has leas than three linearly independent eigen
3 5 7

vectors. Also find them.

0 1 1 1b+c c—a b-—a
fM=|1 0 1|andP =3 c—b c+a a-—b|, Show that the transform of P byM
1 10 b—c a—c a+b
i.e., MPM ™1 is a diagonal matrix and hence find the eigen values of P.
3 2 2-4
Find characteristic equation and eigen values of the matrix A = i :i % _1
2 2 2 -1
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12.

10.
11.

4 -1 -1
IfA|-1 4 —-1|landB =1 —i A, then show that y; = 1 — %Ai,Where A; and y; are
-1 -1 4

the eigen values of A and B respectively.

ANSWERS
1 L 1 4
(i) =1, —6; k; [2] kz[ (i) 1,6; ky | 1],k2 [1]
1 h g
(1) 1,2,2; ky kz (iv)a,b,c; ki |0]|,k; |b—a ,k3[ 0 l
0 0 c—a
. 3_ 2 _ _ .o _ e 1 1
A3 —512+81—4=4 (i) 0,1, —2 (111)k1[1_i],k2[1+i]
4,110,10
6

1/2
1=0,= E (a2+b2+c2)]
0 1
=1, ks | =1
1 0
5 1
2)213; k1|:2];k2|:1]
-5 —2

a,b,c

M—T7B4+1722-172+6=0;1=1,1,2,3

)

3,-1,1; kl[ 3
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