Chapter
1

Polynomial and Transcendental Equation

To discuss methods of solving polynomial and transcendental
equation.

Polynomial: An expression of the form.

P(x)=apx" +ax"" +a,x"" + . +a, x+a,

n

where q,,q,,a,........... a are constants, n is positive integer, is
called a polynomial in x of degree » provided 4, = 0

Zero of a Polynomial:
Any value of x which makes P (x)=0 is called the zero

of polynomial P (x). Every polynomial P,(x) of degree »n has
exactly » zero.

Geometrically, the zero of the polynomial P (x) 1s the value of
x, where the graph of P (x) crosses the axis of x.

Polynomial Equation: Let P (x) be a polynomial in x then
P,(x) =0 is known as polynomial equation

Transcendental Equation:

If a function f(x) contains some other functions such as
trigonometric, logarithmic, exponential then f(x) =0 is called
transcendental equation.
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Method of solving equations:
The polynomial and transcendental equations can be
solved by the following methods.
1. Bisection method.
2. Newton-Raphson Method.
3. False Position Method.

Bisection Method (Bolzano Method)

If f(x) is continuous in the internal (a, b) such that f(a)
and f(b) are of opposite sign such that f{a).f(b)<0 and the curve
crosses the x-axis between a and b then the Ist approximation to
the root is

flw) =ve  fiy=+ve
a b

X, =%(a+b)

Now there are three cases, if
1. f{x;) = 0 then x; is the root of f(x)=0
2. f{x;)< 0 then the root lies between x; and b.
[If /(1) = -ve, f(b) =tve]
3. f(x;) > 0 then the root lies between a and x;
Suppose f(x;)>0 then a < Root < x;

Second Approximation to the root is

1
X, :E(a""ﬁ)

f(a) = -ve X x;)=+ve
a X X b
Again there are three cases, if
1. f(x;) = 0 then x; is the root of f(x)=0
2. f(x»)< 0 then root lies between x, and x;.
3. f{x;) > 0 then root lies between a and x;
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Suppose f(x;)>0
fla) = -ve (x;) =+ve
a X3 X2 X7 b

Third Approximation
1
X, = E(a +X,)

If 1. f(x3)=0, then x; 1s the root of f(x)=0
2. f{x3)>0, then the root lies between a and x; and so on.

Order of convergence of iterative methods

Convergence of an iterative method is judged by the
order at which the error between successive approximations to
the root decreases.

An iterative method is said to be " order convergent if k
is the largest positive real number such that

e +1

lim <4

—>©

ek
where A is a non-zero finite number called asymptotic error
constant and it depends on derivative of f{x) at an approximate
root x;-¢; and e;.; are the errors in successive approximations.

K" order convergence gives us idea that in each iteration,
the number of significant digits in each approximation increases
k times.

The error in any step is proportional to the kX" power of
the error in the previous step.

Order of convergence of bisection method.

In bisection method, the original interval is divided into
half interval in each iteration. If we take mid points of
successive intervals to be the approximations of the root, one
half of the current interval is the upper bound to the error.
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In bisection method, e, =0.5 ¢ or G205 .. (1)
€.

1

where ¢, and ¢ are the errors in the /" and (i+1)" iteration
respectively.

ei+1
k

Comparing (1) with [ym

i—>w

<d,wegetk=1and A=0.5

Thus the bisection method is Ist order convergent or linearly
convergent.

In this method, the error decreases linearly with each step by a
factor of 0.5. The convergence is slow. To achieve desired
accuracy, a large number of iterations are required.

Problem: Perform five iterations of the bisection method to
obtain the smallest positive root of the equation
f(x)=x"-5x+1=0
Solution: We have f(x)=x’-5x+1=0
£(0)=1, f1)=1-5+1=-3
and f(0).f(1)<0

The Ist approximate root lies between 0 and 1.
X, = 0+l =1/2
2

15

F12)=2=+1=-1375

8
asf(O)f(%j<O

The second approximate lies between 0 and Y%.
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0+l
7 1
x2 = = —
2 4
sl =L o5 - 0234375
4) 64 4
asf(O)f(%j<0
The third approximate root lies between 0 and Y .
1
0+—
4 1
x3 = = —
2 8
1 I 5
— |=—=—-—+1=+0.37695
f(Sj Jizo o8

yoros

The fourth approximate root lies between % and Y4 .

1 1
2 16

3
f ERMES —1—5+1:+0.06909
16 16) 16

ws(2)(2)co

then i < root < l
16 4

Xy =

3 1
Hence x; =—162 4 =§

Root = l
32

Problem: Solve x * - 9x + I = 0 for the root between x=2 and
x=4 by Bolzano method.
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Convergence of sequence:
A sequence ) x, of successive approximations of a root

x=o, of the equation f{x) = 0 is said to converge to x = o with
order p>1 if and only if

P n>0

X a|£C|xn—a

n+l
¢ being some constant greater than zero.

If p = I and 0<C<I, then convergence is called linear or Ist
order. Constant C is called rate of linear convergence.
Convergence is rapid or slow according as C is near 0 or 1.

Prove that Bisection method always converges.
Let [p,.q,] be the interval at n" step of bisection, having a root

of the equation f{x) =0. Let x, be the n” approximation for the
root. Then initially p;=a and ¢,;=b.

. . +
= x, = Ist approximation = %

= p,<x <q

Now either the root lies in [a; x;] or in [x;, b]

SO ei‘Fher (P2 q21 = [p1, X1] or [p2 2] = [ X1, q1]
= Either py=p;, =X, 0r p2 = X1, @2 = q
= PSPy 4,59,

+
Also x, = % so that p, < x, <q,

Continuing in this way, at n” step

x”:l)”—-‘rq”’ p”<xn <q”
2
andeszs ........ <p,and q, 2q, > ............. >q,
SO { D), Pas Dyeveeen Dy v } 1s bounded non decreasing sequence
bounded by b and {4,,¢,,Gsccc.qy wovueenee. } is a bounded non-

increasing sequence of numbers bounded by a. Hence both
these sequence converges.
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Let lim ». =7 and lim 9, =¢

n——>0 n——>00

Now since length of the internal is decreasing at every step,
we get that [ym (¢, -»,)=0=¢=p

n—-—>0

Also p, <x <gq,
limp, <limx ,<limg,
p<limx,K <gq

s B X, ZP= @ eereeeeeeeeeeeeeeeeeeee e (1)

Further since a root lies in [p_,q.], we have
f(p,)-f(q,)<0
lim[/(p,)-f(g,)]<0

n——®0

= f(p)-f(@<0

=>[f()] <0
But 7(p)> >0 being a square, so we get /(p)=0, so p is a root of

So {x,} converges necessarily to a root of equation f{x) = 0.

This method is not rapidly converging but it is useful in the
sense that it converges surely.

Newton-Raphson Method
Let x, be an approximate root of f{x) =0 and let x,=x,+/ be the
correct root so that f(x,+n) = 0.
To find, h, we expand f(x,+h) by Taylor s Series.
Fx, +h) = f(x)+hf'(x,) + T ) F e L (5 + ) = 0]

0=f(x,)+h"(x,) (Neglectmg higher and second order
derivatives)
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h=-— f'(xO) ,Butx; =x) +hso x, =x,- f'(x(’)
7 '(x%) 1'(x)
X, 18 better approximation then x,.
X, =x - / '(xl)
/(x)
X, 18 better approximation than x;
Successive approximations are, Xz, Xy ............ Xyt
LS
T (%)

which is Newton Raphson formula.

Working Rule:
Step-I: Choose two close numbers b and ¢ such that f (b) and
f(c) are of opposite sign, and then the root lies between b and c.

Step-1I: Out of /' (b) and f(c) choose which is nearer to zero. If f
(b) is nearer to zero then b is an initial approximate root (x,) of
the given equation.

Step-1II: Apply Newton-Raphson formula to find out better
approximate root x; as

S (%)
Step-IV: Repeat the process to get successive approximations
and stop when root are equal.

Problem: Find the smallest positive root of the equation
X -2x+0.5=0.

Solution: Here  f{x) =x’ - 2x + 0.5

£(0)=0.5
£(0.1) = 0.001-0.2+ 0.5
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=(0.301) (+ve)
f£(0.3) =0.027-0.6 + 0.5
=-0.073 (-ve)
Hence the root lies between 0.1 and 0.3
f(0.3) is near to zero.
So 0.3 is Ist approximation, we have better approximation as
0.3.

To calculate 2nd Approximation by Newton's Method,

find, fi(x)=3x"-2
So, £(0.3) =3 (0.3)2-2=-1.73

: £(0.3)
x,=03-—-"7+
Second approximate root, X, 7103)
03 —-0.073
-1.73
_03__1
© 1730
=0.3-0.0422
=0.2578
Problem: Find the real root of following, correct to three
decimal places using Newton-Raphson method
Py I/ A— (1)

Solution: Let  x’-2x-5=0 = f{x), so, f (2) = 8-4-5=-1 (-ve)
and

£(2.5) = (2.5)°-2(2.5)-5 = +5.625 (+ve)
Since f{2) and f(2.5) are of opposite sign, the root of (1) lies
between 2 and 2.5, f{2) is near to zero than f(2.5) so 2 is better
approximate root than 2.5

Fl)=3x>-2=1'2)=12-2=10
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Let 2 be the approximate root of (1).
By Newton-Rophson Method
R Jo) 5 SO, D5y
S '(x) /2 10
2.1 =(2.10-2(2.1)-5=9.261-42-5 =0.061
£12.1)=32.1*-2=11.23
x,=21-L@D _p, 0061
£2.0) 11.23
=2.1-0.00543 =2.09457
£(2.09457) = (2.09457)*~2(2.09457) - 5
=9.1893-4.18914-5=0.00016
£1(2.09457) =3(2.09457)>-2
=13.16167-2=11.16167
_ £(2.09457)
£(2.09457)
0.00016
11.16167
=20.9457-0.000014
=2.09456
As x; = x; correct up to four places of decimal, hence the root
of the given equation is 2.0945, correct up to four places of
decimal.

X, =2.09457

=2.09457 -

Rate of Convergence of Newton-Raphson Method:
Let x, (approximate root) differs from the actual root a by a

small quantity /4, so
X =a+h (1)

n n

X

n+l
By Newton Raphson Formula

N CH)
X, =X, TR 3)
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Putting the values of x,,, and x, from (1) and (2) in (3),

we get a+hﬂ+l=a+hn—M
S(a+h,)
or h,, =hn_M
Sf(a+h,)

On expanding f(a+h,) and f'(a+h,) by Taylor's Series, we
get

) f@)+ hnf'(a)+21'h2n X LY@ o
e F(@)+h Q)+ oo

Since f(a)=0, SO
h,f '(a)+1h2n FNA) + .
hn+l - hn - 2
S (@) +h f"(@)F .
B £ @)+ (@) oo “h f'(a)—; R @) o
B @)+ h @)+

B2 @)
(@) +h, (@)
B =h, [Mj [neglecting f"(@)]

2/'(@)
S0 by, o I {1&
” 2 /@)

so convergence is of quadratic order k=2

h,,=h' wh =a+h
Order of convergence, If "' where x =a+h,

is constant}

xn+1 =a+ hn+1
then £ is called order of convergence

k=1, convergence is linear
k=2, convergence is quadratic.
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Regular-Falsi Method or False Position Method — Oldest
Method.

Let the root lie between a and b.These numbers a and b
should be as close together as possible. Since the root lies
between a and b, the graph of y = f{x) must cross the x-axis
between x=a and x=b and f(a) and f(b) must have opposite sign.

Now since any portion of a smooth curve is practically
straight line for a short distance, it is legitimate to assume that
change in f(x) is proportional to change in x over a short
interval.

The method of false position is based on this principle,
for it assume that the graph of y=f(x) is a straight line between
the points (x;, y;) and (x, )3), these points being on opposite
side of x-axis.

Rule: Let f(x) = 0. Let y = f{x) be represented by the curve AB.
The real root of (1) is OP. The false position of the curve AB is
taken as the chord AB. The chord AB cuts the x-axis at Q. The
approximate root of f(x) = 0 is OQ. By this method, we find
0Q.

Let A [a, f(a)] and B [b, f (b)] be the extremities of the chord
AB.
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The equation of chord AB is
f(b)-f(a)

y=fla)= b (x—a)
To find OQ put y=0, 0- f(a)= M(x—a)
-a
__—b-a)/@
f(b)=f(a)
o _afb)-bfa)
f(b)=f(a)
Rate of convergence of false position method:
Let f(X) =0.ceoveieeiiiieeenen. (1)

and « is the root of (1)
Let x, be the approximate value of a and 4, be the error of x,, at
the n" stage.

Xp = + hy, [ hye; = error at (n+1)" stage ]

Xyt = Q&+ hypand X, = o + by

By false, position method,
X, = x, S () =%,/ (x,)
" S(x,)—f(x,)
Putting the values, x,, x,+; and x,., we get

op  _lath)fatrh)~(ath,)f(@+h,)
"2 fla+h,)—f(a+h)

On removing the brackets and arranging the terms on R.H.S.,
we get

a[fla+h.)—fla+h)]|+h, fla+h.)=h.fla+h)
fla+h,,)=f(a+h,)
_ . flath)-h,,flath)

a+h,,=a+
fla+h,,)- f(a+h))

a+h,,=
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— hnf(a + hn+1) — hn+1f(a + hn)
" fla+h)-f(a+h,)
Expanding by Taylor's Series

/’ln|:0+hn+1f'(a)+h§+'l (@) +......... } nﬂ{0+h A (a)+ f"(a)+ ......... }
b= !

: |:0+1’ln+1 f '(05)+h;2+'1 (@) +....... }{szn I '(0:)+h;2 (@) +......... }

h: hn® .,
By f @)+ B, @)= By b [ (@) =Dy = @)

hn+1f'(a>+@f"(a>—h f'(a)—hzn,f"(a)
hnh n+1fn( ) n+1 n fn( )

= Ignoring higher powers of h
7@ fa  (gnoring higherp )

hnh2n+1 [

n+l f”(a) n
] - hnhn+1 f (a)
(A= h,) [ () 2f (@)

so h ., =hh xC where C = constant = J )

2f (@)

To find rate of convergence k such that
Bpig = AR . 2)
[ A = Constant of proportionality]

1 1

=h, =Ah =ht =A%,

n+1
1 1

=h=A R, 3)
Again h,,=Ah" | .. 4)
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Putting the values of 4, and h,,., from (3) and (4) in (1), we get

1 1

AhKn+1 = A_; hEnJrl [h

n+l

xc]
1

Ko _ ‘% !
AR® = AF K (c)

n+l

1 1
h = A[Tl) nE xe
Comparing the powers of 4,.; on both sides, we get.

k:%+1:>k2—k—1:0

1+V1+4
=k=

2
C1+45 1422361
2 2

(=320

=k

(Ignoring -ve sign)

Putting the value of £ in (2) we get
h . — Ahl.élS

so the rate of convergence in false position method is 1.618

Problem: Find a positive root of x’- 4x +/=0 by the method of
false position.

Solution: Let f{x) = x’-4x+1=0, f(x) = 3x"-4
J)=1 1(0) =-4
f(l)=1-4+1=-2

Since f (0) and f (I) are of opposite sign, so the root lies

between 0 and 1.

By false position method,
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A=)
/)~ 1@
_O/O-1f©) -1 1

"TTIO-£0) 2-() 3

3
B -gtes
3 3 3 27 3 27
Since f Gj and f (0) are of opposite sign, so the root lies

between % and 0.

_9
1) -8\ 35
o-rl-] 1-[2
7(0) f@ (ZJ
3
ENNENSPEVIE I
35 35 35 42875 35 42875

Since f (%) and f (0) are of opposite sign, so the root lies

Lro—or(1) 1
_3f(0) Of(3J_3><1—0

X, =

between % and 0.

9 9 9
Z O -0f| = | T xi-
x_35f() f(35j_ 357170 1205
S 9) . (496 ) 4819
0)-f| = - ——
/) f(35j (42875j
since x, 2220.2571 and x3=%:0.2542
35 4819

correct up to two decimal places. So the root of given equation
1s 0.25.
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Problem: Using Regular false method find a positive root of
the equation x°-2x-4=0 within an accuracy of 0.01.

Solution: f{x) = x’-2x-4=0,  a=3, b=4
13) =9-6-4=-1
1 (4) =16-8-4=4

Since f(3) and f(4) are of opposite sign, the root of the given
equation lies between 3 and 4.

By Regular False method.
. = af (b)—bf (a) _ 3f(4)-4/1(3) _ 3x4-4x-1 =E=3.2
LSO fl@  fB-f0B) 4-(-D) 5
£(3.2)=(3.2)>-2(3.2)—4=-0.16
Since f(3.2) and f(4) are of opposite sign, so the root lies
between 3.2 and 4.

L _AfG2)-321(4) _4(0.16)-(3.2)(4) _~13.4
T fB2)-f(4)  -016-4  -4.16
£(3.230769) = (3.230769)* —2(3.230769) — 4 = —0.023670 (nearly zero)

=3.230769

So approximate root = 3.230769
For Exact root x*-2x - 4 = 0
+
xo2EN4+16 Vj*“ —1445
Exact root = 1++/5 =1+2:23607 = 3.23607

Error = Exact root - Approximate root
=[3.23607 - 3.230769] < 0.01
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Exercise

Solve for a positive root of the equation X ox-10=0 using
Newton — Raphson method.

Use Bisection method to find out the positive square root of 30
correct to 4 decimal places.

Find the root of the equation xe* = cosx in the interval (0,1)
using Regula-Falsi Method correct to the 4 decimal places.

Find a positive value of (17) 13 correct to four decimal places by
Newton-Raphson Method.

Find the real root of the eq. xleg,, x = 1.2 by Regula Falsi
Method correct to four decimal Places.

Use Bisection method to find the real root of cosx—xe* =0
correct to 3 decimal places.

Solve for a real root of the equation 3x—cosx—1=0 using
Newton — Raphson method.

Find root between 0 and 1 of the equation x’—6x+4=0 using
Newton — Raphson method.

Find the root of the equation x’ —4x—9=0 using Regula-Falsi
Method correct to the 3 decimal places.

Use Bisection method to find out the positive  root of
x’ =3x+1=0 correct to 4 decimal places



